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Abstract. Manual knowledge acquisition of case retrieval features is 
expensive and may be infeasible for cases containing hard-to-characterize 
data such as images. Deep learning (DL) methods excel at extracting use-
ful feature information from raw data, making them appealing for learn-
ing feature information. Previous work has demonstrated the promise of 
integrated systems for case-based image classification, using a deep neu-
ral network to generate features which are then used for case retrieval, 
resulting in classifications that can be explained in terms of prior cases. 
However, the accuracy of the combined system may lag behind that of 
the original DL model. In response, our previous work proposed Multi-
Net, a method using ensembles for localized feature extraction. Multi-Net 
improved performance, but experiments showed limitations of its design. 
This paper presents Deep Ensemble Feature Extraction for Retrieval 
(DEFER), a feature-extraction-based classification approach aimed at 
addressing those issues. To increase accuracy, DEFER adds a discrimi-
nator to focus retrieval within each replica and weighted voting based on 
confidence in its class prediction, grounded in nearest-neighbor retrieval. 
In experiments for image classification, DEFER outperforms analogous 
DL-only and DL-case-based systems, supporting that its approach can 
improve performance. 

Keywords: Case-Based Reasoning · Deep Learning · Ensembles · 
Feature Learning · Indexing · Integrated Systems · Random Forests · 
Retrieval 

1 Introduction 

Case-based classification depends on effective case retrieval, which in turn typ-
ically depends on the feature representation of cases in the case base. Tradi-
tionally, such features are drawn from a vocabulary defined by knowledge engi-
neering (e.g., [ 14,20,31]). However, such an approach is costly and may not 
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produce comprehensive feature vocabularies for poorly understood domains or 
for tasks for which effective features are hard to characterize, such as image 
classification. This motivates efforts to apply machine learning to deriving case 
features and assessing case similarity (e.g., [ 30,33,35]). Alternatively, in twin 
systems, case retrieval features are extracted from a network to explain network 
outputs with cases [ 19]. Our previous work treats case-based classification as 
the primary classification mechanism, providing interpretability, while leverag-
ing features extracted from deep learning (DL) neural networks to improve case 
retrieval [ 21,22,34,35]. This integrated model has been shown to outperform an 
analogous DL-only model in previous studies for image classification (e.g., [ 35]). 

Our initial integrated methods were based on training a network and then 
extracting features from a network layer. While this approach provided good 
performance, it had two primary limitations. First, extracting large numbers 
of features commonly generated by deep neural network models may result in 
similarity judgments suffering from the “curse of dimensionality” [ 21]. Second, 
we hypothesized that performance of the case-based classifier might be lim-
ited by a mismatch between the needs for DL features—which drove network 
training—and the needs of case-based reasoning (CBR) features. Intuitively, neu-
ral models rely on identifying features suited to distinguishing different classes 
(i.e., strong inter-class discrimination); by contrast, CBR models require fea-
tures suited to recognizing similarity between examples that belong to the same 
class (i.e., strong intra-class relationship identification). To the extent that this 
holds, features extracted from neural models trained for classification might not 
be optimal for use in case retrieval. 

To address the two limitations, we proposed the “Multi-Net” architecture for 
localized feature extraction. Multi-Net breaks up the overall classification task 
into smaller class-wise tasks [ 21]. In Multi-Net, multiple replica neural models 
are trained to distinguish examples belonging to one class from all other classes. 
Ideally, this requires less training data, enables lower-dimensionality network 
construction for feature extraction, and exploits localized representations for 
greater classification accuracy. These benefits appeared to hold for initial work. 
However, preliminary tests with more complex, pretrained DL models showed 
that Multi-Net underperformed relative to our other DL-CBR approaches and 
that replica training in Multi-Net resulted in independent feature spaces with 
non-corresponding features. This made nearest-neighbor case retrieval, which 
attempted to leverage these features collectively, ineffective. 

This led us to develop a new model, presented in this paper, that replaces the 
Multi-Net approach with an ensemble-based method inspired by random forest 
approaches. In this approach, the goal for the replica models is to learn projec-
tions of the overall feature space that inform per-replica nearest-neighbor case 
retrieval; each result then contributes to a majority vote for the overall classifi-
cation. The model also dynamically selects subsets of the case base to consider 
and uses measurements of the confidence of retrieved nearest neighbor cases to 
further guide case-based classification. As this process defers CBR until after dis-
patching to the replicas, we call the approach Deep Ensemble Feature Extraction
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for Retrieval (DEFER). This paper presents a case study evaluation of DEFER. 
In this study, testing on the Animals with Attributes 2 (AwA2) dataset [ 36], it 
consistently outperforms the top model from our previous work [ 35] and shows 
stronger classification accuracy than the analogous DL-only model, with Stu-
dent’s T-test statistics supporting the significance of this improvement. 

2 Related Work 

2.1 DL-CBR Integrations 

CBR and DL approaches present complementary strengths that make their inte-
gration appealing. When integrations base their reasoning fundamentally on 
CBR but leverage DL, such combinations can provide more explainable alterna-
tives to DL-only models and increased ability to integrate expert knowledge into 
various knowledge containers [ 29]; ideally the use of DL to support CBR may 
enable high accuracy and minimal knowledge engineering in big data domains. 
Some integration approaches aim to model a CBR process within a network, as 
in “inherently interpretable networks” [ 5,10,24] that make predictions based on 
similarity scores between intermediate features within the network and sets of 
prototype features that align well with certain classes (e.g., a beak for classify-
ing an image of a bird), and in the NN-kNN model [ 38]. Case-based approaches 
may also be applied post-hoc to provide explanations for DL models; this has 
been studied for feature-level explanations [ 3] and applying DL and CBR models 
in parallel “twin systems” to explain DL predictions [ 19]. Conversely, network 
models have been used within CBR for tasks such as similarity assessment (e.g., 
[ 26]) and case adaptation (e.g., [ 23]). 

2.2 Feature Extraction for Case Retrieval 

Traditionally, retrieval features are created via knowledge engineering [ 14,20,31], 
with symbolic learning methods sometimes applied to develop or refine feature 
vocabularies for domains where knowledge engineering is unfeasible [ 4, 6, 7,11, 
15]. However, such approaches apply only to domains where symbolic knowledge 
is available; for others, such as image classification, it is necessary to extract 
features from raw data in order to develop the feature vocabulary. In response, 
multiple projects have explored extracting retrieval features from DL models 
(e.g., [ 2,30,33]). Features extracted from DL models in this way have been used 
for CBR-based implicit classification of novel-class test examples and examples 
for which the DL model lacks confidence in its own classification [ 32,33]. At 
least for some domain examples, CBR classification using extracted features has 
outperformed DL-only predictions [ 30,35]. 

Our previous work studied feature extraction from DL networks, especially 
for small-data domains, to which CBR systems are frequently applied, study-
ing the influence of the layer chosen for extraction and the number of features 
extracted on DL model convergence and CBR classifier performance [ 21]. It also 
considered the impact of different model-level parameterizations, such as the
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choice of DL architecture and the use of pretraining, highlighting their impor-
tance with respect to extracted feature quality [ 21,22,35], as well as how engi-
neered features may be used in concert with extracted features to increase model 
accuracy [ 22,34]. This paper refines and extends the Multi-Net approach [ 21], 
described in detail in Sect. 3.1. 

2.3 Random Forests and Ensemble-Based CBR Approaches 

An issue for our initial Multi-Net model was that each network developed an 
independent feature space, so that when comparing distances to candidate neigh-
bor cases during KNN, the localized feature spaces had different numeric scales. 
We hypothesized that the lack of correspondence between replica feature spaces 
decreased the usefulness of combined distance information, which motivates 
our shift from the locality-driven Multi-Net model to the ensemble-driven case 
retrieval of DEFER. The DEFER model draws significantly from random for-
est principles [ 8], in that the replica models can be conceptualized as learning 
projections of an overall feature space, analogous to the randomized projections 
leveraged in a random forest. Similar principles have previously been applied to 
cases by “Random KNN” approaches, which use the random forest conceptual-
ization for feature reduction in the KNN feature space [ 25]. 

Ensemble-based retrieval also relates to the work of Plaza and others on 
distributed and multi-agent CBR [ 27,28]. In that work, the CBR algorithm draws 
from the decisions of multiple agents, which each may consider subsets of the 
CBR cycle and/or exploit cases from multiple non-corresponding case bases. 
Similarly, other combinations of CBR and ensemble techniques are present in 
work by Hsieh et al., where CBR is leveraged to mediate disagreements within 
the ensemble [ 17]. Again, a key interpretation of DEFER’s feature extraction 
process is that it learns different projections of the feature space that are well-
suited to identifying subsets of classes. This aligns with the work of Cunningham 
and Zenobi, who focus on diversity of features developed for CBR ensembles to 
promote specialization in “sub-domains” within the feature space [ 12]. 

3 Feature Extraction for CBR Retrieval using Multiple 
Networks 

3.1 A Multi-network Approach 

We developed the Multi-Net approach to address two issues: 1) that DL models 
require a significant number of parameters to model multi-class functions, and 
this high dimensionality is passed on to the extracted feature vectors, risking 
the curse of dimensionality for CBR systems that use them, and 2) that neural 
models ideally learn generalizable features that help them discriminate between 
all classes in their search space, but we hypothesized that this high degree of 
inter-class learning may come at the expense of intra-class learning, desirable for
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Fig. 1. Data flow in the original Multi-Net methodology [21]. Each query image is 
processed into localized features by each replica; this set of features is indexed during 
KNN based on the candidate neighbor’s class for similarity calculation. 

CBR. This motivated an architecture splitting the original problem into several 
smaller problems involving fewer classes, using specialized neural model replicas 
to address these smaller problems [ 21]. 

Rather than training one neural model that can distinguish between n 
classes, Multi-Net trains n neural models that each distinguish between a sin-
gle positively-labeled class and all others in the dataset, which are relabeled 
as negative classes (Fig. 1). In this way, replicas are specialized to the positive 
examples in their training set, at the additional overhead of training n neural 
models rather than one. Thus, n different feature vectors may be extracted for 
a single test example, one for each replica. During KNN retrieval, each candi-
date neighbor’s ground truth class indexes the space of query feature vectors, 
ideally creating a localized feature representation during similarity assessment 
that calculates distances to a candidate case as if the query belongs to the same 
class. 

Strengths and Limitations: Multi-Net requires fewer features per replica to 
accurately characterize the dataset, but at the cost of additional space and train-
ing time proportional to the number of replicas used. In addition, relabeling the 
positive and negative training examples for each replica creates a class imbalance 
with many more negative classes, limiting accuracy. We address this in DEFER 
by allowing replicas to be sensitized to subsets of positive classes rather than 
only one, increasing the ratio of positive to negative examples for each replica 
while still retaining benefits of using multiple neural models. 

An important additional concern for Multi-Net is that the replica models each 
learn independently from one another, so there is no correspondence between
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their feature spaces. Consequently, individual feature values can be significantly 
larger or smaller for one given replica than for all others, making it impossible to 
reliably compare distances to nearest neighbors across all replicas—a candidate 
neighbor handled by a replica that learns a small-scale feature space might erro-
neously be labeled as the nearest neighbor simply because of its replica’s smaller 
scale. Normalizing the feature spaces for the neural models does not solve this 
issue, as there is no correspondence between individual features between differ-
ent replicas. This lack of correspondence was not evident in earlier results [ 21], 
but we hypothesized it as the cause when preliminary experimental results for 
the work in this paper showed that feature extraction from more complex pre-
trained neural models had a low performance ceiling compared to the analogous 
integrated system that we use as a baseline DL-CBR model [ 35]. We developed 
the DEFER approach, summarized in Fig. 2 and Algorithm 1, to address these 
shortcomings. 

Fig. 2. Data flow in the DEFER model. Each query image is passed into each replica 
to generate localized feature vectors and a discriminator model trained on all classes. 
Each replica may only retrieve nearest neighbors belonging to the top-n discriminator 
predictions. Replica votes are weighted according to the ratio of distances to the two 
nearest different-class neighbors. 

3.2 Leveraging the Spirit of Random Forests 

In the DEFER approach, rather than treating the replicas as means for gen-
erating localized features for use in a global similarity assessment, the replicas
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1: cpr ← number of classes per replica 
2: cb ← input case base 
3: D ← discriminator model 
4: for r in 0 to number of replicas −1 do 
5: for (example, label) in training data do 
6: if floor(label / cpr) ==  r then 
7: label ← label mod cpr 
8: end if 
9: end for 
10: replica[r] trained with modified (examples, labels) 
11: end for 
12: D trained with original (examples, labels) 
13: for (example, label) in training data do 
14: f ← features extracted from replica[label % cpr] 
15: add case(f , label) to cb 
16: end for 
17: for query, label in testing data do 
18: votes ← [] 
19: C ← top n predicted classes from D(query) 
20: for r in 0 to number of replicas −1 do 
21: f ← features extracted from replica[r] 
22: q ← case(f , ) 
23: nn1 ← nearest retrieved neighbor case, where nn1 ∈ C 
24: nn2 ← nearest retrieved neighbor case, where labelnn1 %= labelnn2 , nn2 ∈ C 
25: if ∃c ∈ C where floor(c / cpr) =  r then 
26: append nn1 to votes with weight 

distance to nn2 
distance to nn1 

27: end if 
28: end for 
29: prediction ← majority vote among votes 
30: end for 

Algorithm 1: DEFER algorithm for data relabeling and replica training 
(lines 4-11), discriminator-guided KNN for each replica (lines 19-28), and ratio-
weighting (lines 23-26), all supporting majority-vote classification. 

are treated as members of a random forest-like ensemble of elements performing 
case-based classification using their own feature spaces. The independent feature 
spaces learned by the individual replicas can be thought of as subsets of a single 
global feature space, similar to the randomly selected subsets represented in a 
random forest. Each replica then performs KNN and contributes a vote to the 
ultimate model decision (Algorithm 1, lines 17–30). 

Strengths and Limitations: Performing replica-wise KNN calculations that 
result in individual votes addresses the issue of the replicas learning independent 
feature spaces with different scales, and it enables explaining classifications from 
the perspective of each of the different feature spaces. However, we empirically 
observed in preliminary experiments that the majority-vote system can suffer 
from significant replica-based noise in practice. That is, for a given query, only 
one replica is sensitized to the corresponding class; for all others, the class was 
relabeled as negative during training, and so there is no incentive for the replica 
to distinguish between it and any other negative class. In theory, this means 
that the one replica might provide useful information with its vote, but the 
other replicas could create a “tyranny of the majority” with contradicting, low-
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confidence votes. This phenomenon requires additional refinements to achieve 
accurate classification performance, which are described below. 

3.3 Focusing on the Top-n Cases with Discriminator Pruning 

In addition to the random forest conceptualization for handling the different 
replicas, we implement a “discriminator model” to reduce disagreement among 
replicas by pruning the search space of candidate neighbors and funneling replica 
votes into a smaller field of classes. Intuitively, for a given query case, much of the 
case base is not relevant, so applying the discriminator enables DEFER replicas 
to focus on subsets of the case base that are likely more relevant to classifying 
a given query. This discriminator is a regular DL model with the same basic 
architecture as the replicas, except that it is trained to predict any of the classes 
in the dataset. Critically, instead of taking a single query classification from 
the discriminator, DEFER takes the top n classifications. These inform pruning 
during the per-replica KNN procedures at two levels (Fig. 2 and Algorithm 1, 
lines 13, 19–27): 

1. Replicas only consider stored cases if their class is one of the top n classes 
provided. This streamlines the KNN calculations for each replica and ideally 
results in more agreement among the replicas, which have a less-diverse field 
of potential classes to choose from when voting. 

2. When tallying votes, only votes from replicas that are sensitized to a subset 
of these top n classes are considered. This helps mitigate noise that results 
from low-confidence votes from other replicas. 

Strengths and Limitations: Use of the discriminator incurs additional train-
ing overhead but significantly speeds up the model evaluation process because of 
pruning. Ideally, it also improves model accuracy over the similarly-structured 
baseline DL-CBR model by enabling the consideration of the top n predictions 
as opposed to one, enabling more subtle conclusions as secondary choices con-
tribute. However, if the ground truth class is not in the discriminator’s top n 
predictions, then the overall model cannot make a correct prediction, creating a 
hard accuracy ceiling for DEFER. 

3.4 Favoring High-Confidence Cases with Ratio-Weighted Voting 

Preliminary experiments with different values for n for taking the top n dis-
criminator predictions suggested that n = 2 was most effective. However, during 
replica voting, sometimes either one replica is sensitive to both classes, or two 
are sensitive to one each. The latter scenario could lead to a tie that must be 
broken if the two replicas disagree. 

To address this, we weight each contributing replica’s vote based on an esti-
mate for how confident the replica is that the query belongs to the neighbor’s 
class, calculated using a ratio of the distances to the nearest neighbors of the two 
most relevant classes to the query (Fig. 2 and Algorithm 1, lines 23–26). A large
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ratio signifies higher confidence, as the nearest neighbor is significantly closer 
to the query than any case of another class; conversely, a ratio approaching 1 
implies low confidence, since there is more significant overlap between the class 
clusters in the feature space. 

Strengths and Limitations: This approach provides a confidence score for 
a replica’s decision, usable to break ties for low values of n, and it also offers 
a degree of explanatory power by providing some insight into the clustering 
of cases belonging to a single class (or lack thereof) in the feature space of 
a given replica. In preliminary tests, replicas not sensitive to any of the top 
n discriminator predictions frequently had ratios close to 1; this motivated our 
design decision to remove their votes. In principle, the reliance on the two closest 
cases might make classification more sensitive to noise if noisy cases are present, 
but we expect increased accuracy otherwise. 

4 Evaluation Design 

4.1 Motivation and Hypotheses 

While the design of DEFER was informed by a series of preliminary experiments, 
we evaluate the final model by testing the following hypotheses: 

1. DEFER will outperform an analogous regular DL-CBR architec-
ture. By leveraging the benefits of ensembles to solve problems, DEFER 
should outperform both the analogous DL-only model and the analogous 
baseline DL-CBR integrated model. 

2. Each of the design choices for DEFER contributes to its superior 
classification performance versus the evaluated baseline models. 
These choices include the ability to select multiple replicas (and by exten-
sion, the number of classes to which each one is sensitized), the use of the 
discriminator and ability to set the value of n for the top n classes taken from 
it, and ratio-weighting for replica votes. 

4.2 Testbed System and Evaluation Method 

Our tests use the pretrained DenseNet121 [ 18] neural architecture provided in 
the Tensorflow Applications module [ 1] for the DL feature extractor and for 
the discriminator. The CBR classifier component of the model is retrieval-only 
and uses 1-nearest-neighbor retrieval with an unweighted and normalized Man-
hattan Distance as distance measure. We note that a classification adaptation 
component (e.g., [ 37]) could be added with no changes to either of the case-based 
processes, potentially increasing accuracy of each. 

We compare DEFER to two baselines: a DL-only model (i.e., in which the 
model’s prediction is used directly, with no feature extraction or case-based com-
ponent), and the single-network DL-CBR model from Wilkerson et al. [ 35]. All 
neural models are the same except for the size of the output layer, which depends 
on the number of classes used to train the network, and the number of training
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examples is varied as a control and variable of comparison for each method. Fea-
tures are extracted as vectors of size 1024 following the densely-connected layers 
of the neural model in all experiments using case-based classification. 

Each neural model and replica is pretrained on the ImageNet dataset [ 13] 
as provided in the Tensorflow applications module. Post-convolution layers are 
appended and trained manually for every model and replica, while all convolu-
tion layers are frozen during training. Training and evaluation are carried out 
using the Animals with Attributes 2 (AwA2) dataset, which contains over 37,000 
images depicting animals that are categorized into one of fifty classes [ 36]. All 
models or replicas are trained for a maximum of 50 epochs, with training halted if 
accuracy does not improve for two consecutive training epochs. Trials are run for 
512, 1024, 2048, and 4096 training examples. Train and test examples are selected 
randomly and independently from the larger dataset, with test examples used 
for validation during training. Furthermore, positively-relabeled training exam-
ples are oversampled at a 200% rate to mitigate harmful data imbalance effects. 
Oversampled data are also selected randomly as part of the training set, but 
alternative techniques such as SMOTE could also be used [ 9]. For each Multi-
Net replica, the training set is relabeled such that a subset of all classes retains 
their original labels and all other labels are treated as belonging to another 
negative class. These subsets of classes are selected in the same arbitrary order 
from the training directory for consistency among trials, and such that classes 
are distributed evenly among the replicas. All trials are repeated thirty times to 
establish reliable mean and standard deviation values. 

5 Results and Discussion 

5.1 Tests of Hypothesis 1: Comparison to Baseline Models 

As  shown in Fig.  3, DEFER outperforms our baseline DL-CBR model on average 
for all numbers of training examples. This result is noteworthy because the latter 
model was previously found to outperform the analogous DL-only model with 
similar consistency across all training examples in the same case study [ 35]. 
However, the previous outperformance was often subsumed by the standard 
deviation values for both models, limiting significance; DEFER’s performance is 
more accurate and includes some results are significantly higher than the DL-
only model’s performance; this strongly supports our first hypothesis. 

Comparing DEFER and our 2024 model, the average standard deviation of 
ensemble-driven case retrieval appears to be generally higher; this is not sur-
prising, given that each replica during training receives an imbalanced dataset, 
and therefore, fewer “useful” training examples. The mean accuracy of DEFER 
consistently exceeds the DL-CBR baseline. This difference appears to decrease 
slightly as the number of training examples increases; however, Student’s T-test 
applied to DEFER versus either of the other two models provides p-scores of 
p ≤ 0.0035 across all data points, suggesting a high confidence in the signifi-
cance of DEFER’s performance, compared with the typical p ≤ 0.05 threshold. 
Taken together, these results broadly support and expand upon the conclusions
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Fig. 3. Accuracy values for ensemble-driven case retrieval for different numbers of train-
ing examples. These are compared with our best-performing regular DL-CBR model 
[35] and the analogous DL-only model. Error bars represent one standard deviation. 

from our prior work on ensembles of feature extractor models [ 21]. Experiments 
with larger numbers of training examples would be helpful to solidify the trends 
here, and we hypothesize that the larger number of network replicas in DEFER 
would benefit more from a larger training set than the DL-CBR baseline. 

5.2 Tests of Hypothesis 2: Results from Ablation Studies 

We conducted ablation studies to examine the influence of discriminator-based 
pruning, ratio-weighted replica voting, number of replicas, and value of n in the 
discriminator’s top n predictions on model accuracy (Table 1). Taken together, 
these results support our second hypothesis, highlighting the benefit of our design 
decisions on DEFER’s classification accuracy. 

In these results, using the discriminator model to prune the search space sig-
nificantly increases model accuracy. Intuitively, a larger n enables higher pruning 
accuracy for the discriminator, but based on these observations, either 1) the 
data imbalance created by relabeling the training data is still too significant, 
even with oversampling the positive examples, or 2) the “thinner” replica mod-
els, with fewer parameters, are more significantly impacted by the small-data 
nature of the experiment itself. 

Ratio-weighted voting further increases the model accuracy, likely breaking 
arbitrarily-settled ties where two replicas (each sensitive to one of the discrimi-
nator’s top-2 classes) clash over the ultimate prediction.
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Table 1. Results for ablation studies, showing accuracy changes for DEFER when 
discriminator-based pruning and ratio-weighting are used (a), when the number of 
replicas is modified (b), and when the value of n for the top n discriminator predictions 
is modified (c). Best-performing models are boldfaced. 

Parameters % Accuracy St. Dev. 
No Discriminator 64.3 1.3 
Discriminator Only 77.6 1.7 

Ratio-Weighted Voting 82.6 1.3 

(a) 

# Replicas % Accuracy St. Dev. 
2 82.4 1.4 
5 82.4 1.2 
10 82.6 1.3 

(b) 

Top n Classes % Accuracy St. Dev. 
2 82.6 1.3 

3 77.0 1.3 
5 73.4 1.5 

(c) 

Finally, we consider the effects of different parameterizations for number 
of replicas and the value of n for the discriminator’s top-n predictions used for 
pruning. The former subtly supports the intuitive trade-off between more replicas 
enabling replicas to be more specialized, but also leading to greater training data 
imbalance. The latter suggests that DEFER performs better when replicas have 
fewer degrees of freedom for voting; perhaps this is due to limited training data, 
in which case, additional experiments with more training examples may favor 
different values of n. 

6 Conclusions 

This paper presents DEFER, a new method that leverages the benefits of ensem-
bles for feature extraction and case retrieval in an integrated DL-CBR classifi-
cation system. DEFER uses ensembles of DL replicas sensitized to subsets of 
classes from the overall problem. Ideally, these replicas project a “superset” fea-
ture space that is approximated by a larger DL model into smaller subspaces that 
specialize in distinguishing between a few classes and all others, and reasoning 
over these localized feature spaces enables the CBR classifier to retrieve more 
accurately. This approach, combined with using a discriminator model to focus 
on a set of top-n classes and with weighting replica votes to reflect confidence 
in the retrieved case, leads to a novel DL-CBR integrated model that outper-
forms our previous best-performing approach and, interestingly, outperforms the 
analogous DL-only classifier. 

Future work includes evaluation on additional datasets, including non-image 
data, and examining further variations of the number of training examples and 
features extracted. The experiments in this paper highlight that multi-network 
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approaches involve many interconnected parameters, providing opportunities for 
tuning. Additional design variations could include using the top-n positive classes 
for each replica (rather than the discriminator) for pruning, using various values 
of k for nearest-neighbor retrieval, extracting weights from the replica models 
to moderate replica voting, and/or concatenating the feature vectors extracted 
from each replica into a single vector for case retrieval. We expect that such 
refinements could further increase classification accuracy, as could the addition 
of case adaptation for full CBR. 

This paper has only considered classification accuracy, but the DEFER app-
roach might benefit interpretability as well. Traditional case-based classification 
is explained by the nearest case, or cases, according to a single feature vocabu-
lary [ 16]. With DEFER, explanations can be offered by each replica to provide 
the user with explanatory cases from multiple feature perspectives. The effects 
of such richer explanations on user trust and satisfaction in classifications could 
be another interesting avenue to explore. 
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